**7. TEORIA DELLA COMPLESSITÀ**

Con lo studio precedente, ovvero quello della ***calcolabilità***, si è visto che nell’insieme di tutti i problemi vi sono alcuni che possiamo risolvere col calcolatore ed alcuni non risolvibili in questo modo, in più questo studio non considera la ***difficoltà*** dei problemi, distingue solo ciò che è risolubile da ciò che non lo è.

Anche quando un problema è decidibile, e quindi computazionalmente risolvibile, può non essere risolvibile praticamente, se la soluzione richiede una quantità eccessiva di tempo o di memoria.

Lo studio della ***complessità*** considera ***solo problemi*** ***solubili***, allo scopo di fornire una caratterizzazione dal punto di vista della ***quantità di risorse di calcolo necessario a risolverli*** (chiamata ***difficoltà di risoluzione***), qualunque algoritmo ha bisogno di una quantità minima di risorse.

Le ***risorse*** di cui si tiene principalmente conto quando si scrivono o si utilizzano programmi sono relative al ***tempo*** e allo ***spazio*** (ma non solo le uniche risorse usate durante il calcolo).

Ci limiteremo a considerare ***solo il* *tempo*** utilizzato per la soluzione di un problema e considereremo ***problemi di decisione***, quelli che hanno come soluzione una risposta sì o no, e quelli che sono ***decidibili***.

**Ricorda**:

Dato un problema decidibile lo possiamo esprimere come un linguaggio decidibile, formalmente P⇔LP, e quello che dobbiamo considerare per andare a discutere di tempo di esecuzione è la dimensione dell’input, ad esempio se dobbiamo ordinare una lista di 10 elementi avremo bisogno di un determinato tempo, ma se gli elementi fossero milioni avremmo bisogno di un tempo diverso, quindi il tempo necessario non è un tempo assoluto ma dipende dalla dimensione dell’input.

Quando andiamo a considerare un linguaggio, la dimensione in questo caso è la lunghezza della stringa che rappresenta l’input, ovvero |〈x〉|.

*Esempio*:

Se prendiamo un problema che prende in input un grafo e chiede se G è un grafo connesso sappiamo che il linguaggio associato a questo problema è l’insieme di tutte le stringhe che rappresentano un grafo G dove questo è connesso. La dimensione del problema per un grafo normalmente è il numero dei nodi, e quindi nella rappresentazione di G, la stringa che rappresenta il grafo avrà una lunghezza proporzionale al numero di nodi e quindi quello che ci interessa è la lunghezza della stringa che rappresenta il grafo in input.

G è un grafo connesso ⇔ {〈G〉|G è un grafo connesso}

Dimensione di G (numero nodi) ⇔ |〈G〉|

**Complessità temporale**:

Andremo a considerare la quantità di tempo necessaria all’esecuzione di un programma per risolvere un certo problema, tecnicamente è chiamato ***complessità temporale***.

Il numero di passi che utilizza un algoritmo su un particolare input può dipendere da diversi parametri, per semplicità, si calcola il tempo di esecuzione di un algoritmo semplicemente in funzione della lunghezza della stringa che rappresenta l’input e non si considerano eventuali altri parametri.

Nell’analisi del ***caso peggiore***, che noi considereremo ovvero ***O-grande***, valuta il tempo di esecuzione massimo tra tutti gli input di una determinata lunghezza. Per utilizzare questa analisi asintotica, lo facciamo prendendo in considerazione solo il termine di ordine maggiore dell’espressione del tempo di esecuzione dell’algoritmo, trascurando sia il coefficiente di tale termine, che tutti i termini di ordine inferiore, perché il termine di ordine più alto domina gli altri termini quando l’input è grande.

Possiamo formalizzare tutto ciò nella seguente definizione:

|  |
| --- |
| Sia R+ l’insieme dei numeri reali non negativi e siano f e g funzioni f,g: N → R+.  Si dice che ***f(n)=O(g(n))*** se esistono interi positivi c e n0 tali che per ogni n≥n0, risulti ***f(n)*≤*cg(n)***. |

Quando f(n)=O(g(n)), diciamo che g(n) è un ***limite superiore*** per f(n), o più precisamente che g(n) è un ***limite superiore asintotico*** per f(n), per sottolineare che stiamo ignorando le costanti.

*Esempio*:

La funzione f(n)= 6n3+2n2+20n+45 ha quattro termini e quello di ordine maggiore è 6n3, trascuriamo il coefficiente 6 e diciamo che f è asintoticamente al più n3. In generale, se si ha un polinomio vale acnc + … + a1n + a0 = O(nc).

Quindi la notazione asintotica (O-grande) per descrivere questo rapporto è f(n)=O(n3).

Altro esempio può essere: 3n log2 n+5n log2 log2 n+2=O(n log n).

|  |  |
| --- | --- |
| La nostra divisione fondamentale sarà tra ***polinomiale*** (indipendentemente dall’esponente) ed ***esponenziale*** (indipendentemente dalla base). È importante fare queste due distinzioni perché la variazione di n può essere molto significativa nei due casi, ad esempio: |  |

**7.1 COMPLESSITÀ TEMPORALE DI UNA MACCHINA DI TURING**

|  |
| --- |
| Sia M = (Q, ∑, Γ, f, q0, qaccept, qreject) una MdT deterministica, che si arresta su ogni input. La complessità temporale di M è la funzione f: N → N dove f (n) è il massimo numero di passi eseguiti da M su un qualsiasi input di lunghezza n, per ogni n ∈ N.  Cioè f (n) = massimo numero di passi in q0w →∗ uqv, q ∈ {qaccept, qreject}, al variare di w in ∑n. |

Se M ha complessità temporale f(n), diremo che ***M decide L(M) in tempo f(n).***

La complessità temporale dipende dalla codifica utilizzata, codificare un numero intero *n* in base 2 richiede ⌈log *n* + 1⌉ (= più piccolo intero ≥ *n* + 1) cifre binarie, mentre codificarlo in base unaria richiede *n* cifre unarie. Essendo l’input più lungo, la macchina ha più tempo a disposizione.

Avere una complessità temporale *O*(*n*) rispetto alla codifica unaria, può voler dire che la complessità temporale rispetto alla codifica binaria sia *O*(2n).

*Esempio*:

PRIMO: Dato un numero intero *x*, *x* è primo?

Algoritmo semplice: dividi *x* per tutti gli interi *i* < *x*. Se tutti i resti di tali divisioni sono diversi da zero, *x* è primo.

Richiede: ponendo **n = |〈x〉|**

* *O*(*n*) passi se *x* è rappresentato in unario,
* *O*(2n) passi se *x* è rappresentato in base 2.

Quindi se ho un intero 1000, non vale mille ma lo rappresento in binario nella macchina e quindi ho bisogno non di mille bit ma della lunghezza della stringa che me lo rappresenta è lunga dieci, e quindi quando vado a considerare il numero di passi, se faccio 10 passi ho una complessità lineare, se invece faccio mille passi ho una complessità 210 e quindi è esponenziale. Quindi per gli interi consideriamo una codifica in base 2 o una qualsiasi altra pur che si maggiore o uguale a 2. Per i grafi, che dobbiamo rappresentare nodi e archi, in generale possiamo rappresentarli mediante liste delle adiacenze o matrici di adiacenze. La rappresentazione per insiemi, relazioni e funzioni mediante enumerazione delle codifiche dei relativi elementi.

Codifiche “ragionevoli” dei dati sono ***polinomialmente correlate***: è possibile passare da una di esse a una qualunque altra codifica “ragionevole” delle istanze dello stesso problema in un tempo polinomiale rispetto alla rappresentazione originale.

Le varianti di macchine di Turing deterministiche possono simularsi tra di loro con un sovraccarico computazionale ***polinomiale***.

Anche gli altri modelli di calcolo possono simularsi con un sovraccarico computazionale polinomiale, ad eccezione di quelle ***non deterministiche***.

Esaminiamo come la scelta del modello di calcolo può influire sulla complessità di tempo dei linguaggi.

**Teorema**:

|  |
| --- |
| Sia t(n) una funzione tale che ***t(n) ≥ n***. Per ogni MdT multinastro M con complessità temporale t(n) esiste una MdT a nastro singolo M′ con complessità temporale ***O(t2(n))***. |

Analizziamo i passi delle due macchine per determinare la quantità di tempo supplementare richiesta.

**Dimostrazione**:

Sia M una TM a k-nastri avente tempo di esecuzione t(n), costruiamo una TM S a singolo nastro che ha tempo di esecuzione O(t2(n)). La macchina S opera simulando M. Nel rivedere tale simulazione, ricordiamo che S utilizza il suo unico nastro per rappresentare il contenuto di tutti i k nastri di M. Inizialmente, S mette il nastro nei formato che rappresenta tutti i nastri di M e poi simula i passi di M. Per simulare un passo, S scorre tutte le informazioni memorizzate sul suo nastro per determinare i simboli presenti sotto le testine di M. Poi S esegue un'altra scansione del suo nastro per aggiornare il contenuto dei nastri e le posizioni delle testine. Se una testina di M si sposta a destra su una parte non letta del nastro, S deve aumentare la quantità di spazio allocato per questo nastro. Lo fa spostando una parte del suo nastro di una cella a destra.

Da quanto detto, per ogni passo di M, la macchina S fa due passi sulla parte attiva del suo nastro. II primo ottiene le informazioni necessarie per determinare la prossima mossa e il secondo la esegue. La lunghezza della parte attiva del nastro di S determina il tempo che S impiega per eseguire la scansione, quindi dobbiamo determinare un limite superiore per questa lunghezza. Per farlo prendiamo la somma delle lunghezze delle parti attive dei k nastri di M. Ciascuna di queste parti attive ha lunghezza al più t(n) poiché M utilizza t(n) Celle del nastro in t(n) passi, se la testina si sposta verso destra ad ogni passo e anche meno se vi sono spostamenti di qualche testina a sinistra. Quindi una scansione della parte di nastro attiva di S impiega O(t(n)) passi. Per simulare ciascuna delle fasi di M, S esegue due scansioni ed eventualmente fino a k spostamenti a destra. Ognuno impiega un tempo O(t(n)), per cui il tempo totale per S per simulare un passo di M è O(t(n)). Ora possiamo limitare il tempo totale impiegato dalla simulazione. La fase iniziale, in cui S mette il nastro nel formato corretto, usa O(n) passi. In seguito, S simula ciascuno dei t(n) passi di M, utilizzando O(t(n)) passi, per cui questa parte della simulazione utilizza t(n)×O(t(n)) = O(t2(n)) passi. Quindi l'intera simulazione di M utilizza O(n) + O(t2(n)) passi.

Abbiamo assunto che t(n)≥n (un'ipotesi ragionevole perché M non potrebbe nemmeno leggere l'intero input in meno tempo). Pertanto, il tempo di esecuzione di S è O(t2(n)), quindi ***MdT multinastro e a singolo nastro non fa variare il tipo di complessità***.

**Teorema**:

|  |
| --- |
| Sia t(n) una funzione tale che ***t(n) ≥ n***. Per ogni MdT a nastro singolo, non deterministica N e con complessità temporale t(n) esiste una MdT a nastro singolo, deterministica e con complessità temporale ***2O(t(n))***. |

![](data:image/png;base64,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)**Dimostrazione**:

Sia N una TM non deterministica avente tempo di esecuzione t(n). Costruiamo una TM deterministica D che simula N effettuando una ricerca sull’albero delle computazioni di N. Su un input di lunghezza n, ogni ramificazione dell'albero delle computazioni di N ha lunghezza al più t(n). Ogni nodo dell'albero pub avere al più b figli, dove b il massimo numero di scelte possibili in accordo alla funzione di transizione di N. Così il numero totale di foglie nell'albero è al massimo bt(n). La simulazione procede esplorando l'albero prima in ampiezza. In altre parole, si visitano tutti i nodi a profondità d prima di passare ad uno qualsiasi dei nodi a profondità d + 1. Inizia inefficientemente dalla radice e si sposta in basso verso un nodo ogni volta che visita il nodo stesso. Tuttavia, l’eliminazione di tale inefficienza non altera l'enunciato del Teorema, quindi la lasciamo in questa forma. II numero totale di nodi dell'albero inferiore al doppio del numero di foglie, quindi è limitato da O(bt(n)). II tempo per partire dalla radice e raggiungere un nodo è O(t(n)). Pertanto, il tempo di esecuzione di D è O(t(n)bt(n))=2O(t(n)).

Come descritto dal teorema che afferma che per una MdT non deterministica esiste una MdT deterministica equivalente, la MdT D ha tre nastri. Convertirla in una a singolo nastro al più fa si che si elevi al quadrato il tempo di esecuzione, per il teorema precedente. Quindi il tempo di esecuzione di quello a singolo nastro è (2O(t(n)))2= 2O(2t(n))=2O(t(n)), quindi ***non manteniamo la complessità***.

**7.2 CLASSE P**

Vogliamo definire classi chiuse rispetto al cambio del modello di calcolo utilizzato e al cambio di rappresentazione dei dati.

|  |
| --- |
| La ***classe P*** è l’insieme dei linguaggi L per i quali esiste una MdT M con un solo nastro che decide L e per cui tM(n) = O(nk) per qualche k≥1. |

Ricordando la tesi di Church-Turing il quale afferma che tutto quello che risulta computabile può essere computato da una MdT deterministica.

La versione forte di questa tesi afferma la ***correlazione polinomiale*** nel tempo tra algoritmi e computazione di una MdT deterministica.

Quindi, possiamo definire *P* come l’insieme dei problemi computazionali che ammettono un ***algoritmo polinomiale***, i così detti problemi “***trattabili***”.

I problemi che sono risolvibili in teoria, ma non possono essere risolti nella pratica, sono chiamati “***intrattabili***”, ad esempio al suo interno troviamo diversi problemi che richiedono almeno n1000000 operazioni, ma contiene anche problemi naturali come determinare se un numero è primo.